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Grayscale electron beam lithography is an important technique to manufacture three-dimensional

(3D) micro- and nano-structures, such as diffractive optical devices and Fresnel lenses. However,

the proximity effect due to the scattering of electrons may cause significant error to the desired 3D

structure. Conventional proximity correction methods depend on the exposure energy distribution

which sometimes is difficult to obtain. In this study, the authors develop a novel proximity effect

correction method based on multivariate adaptive regression splines, which takes exposure energy

and development into consideration simultaneously. To evaluate the method, a Fresnel lens was

fabricated through simulation and experiment. The measurements demonstrate the feasibility and

validity of the method. VC 2014 American Vacuum Society. [http://dx.doi.org/10.1116/1.4875955]

I. INTRODUCTION

At present, the demands for the three-dimensional (3D)

micro and nanostructures, such as 3D hologram, Fresnel lens,

and blazed gratings, are on the increase. Various manufactur-

ing methods have been proposed, such as laser micromachin-

ing,1,2 grayscale optical lithography,3 and nanoimprint

lithography.4 Compared to these methods, grayscale electron

beam lithography has two main advantages: no mask and

higher resolution. The proximity effect, which refers to the for-

ward scattering and backscattering when the incident electrons

enter the resist and substrate, will however cause the exposure

of the adjacent resist, which changes the pattern significantly

and limits the resolution of the electron beam lithography.

So far, various methods have been proposed to realize 3D

proximity effect correction to fabricate 3D structures. Lee

et al. tried to eliminate the proximity effect based on the

PYRAMID approach, which divided the exposed area into

different regions and implements proximity correction by

using a large lookup table.5–7 They also used the neural net-

work8 and resist-profile-based methods9–12 to achieve prox-

imity correction. Unal et al. implemented proximity effect

correction with a two-dimensional backscattering function

through the self-developed software Layout BEAMER.13

Hirai et al. developed an iterative automatic dose optimiza-

tion system, which calculates the energy distribution by

Monte–Carlo simulation and acquires the resist profile

through a development process model.14,15 Ogino et al. used

the simplified electron energy flux (SEEF) model to calcu-

late the backscattered energy distribution in a multilayered

structure and achieved the correction through shape and dose

modification.16,17

In this study, we propose a novel proximity effect correc-

tion method, which is independent of exposure energy point

spread function (PSF) in the resist. The method is based on

multivariate adaptive regression splines (MARS) and also

takes the development process into account. With this

method, a MARS model is trained to show the relationship

between the dose distribution and 3D structure profile. To

evaluate the method, a Fresnel lens has been successfully

manufactured through simulation and experiment.

II. GRAYSCALE E-BEAM LITHOGRAPHY AND
PROXIMITY EFFECT

In conventional binary electron beam lithography, the

resist is exposed with the dose of same value and its main

concern is whether the features are developed or not, as

shown in Fig. 1. While in grayscale electron beam lithogra-

phy, varied dose is employed so that structures with different

height of remaining resist can be manufactured.

In practice, the remaining height is determined by not

only the dose at the corresponding position but also the dose

distribution near the position. The reason is that the incident

electrons will be scattered in the resist and substrate when

the resist is exposed, which is known as the proximity effect.

There are two types of scattering: forward scattering and

backscattering. The exposure energy distribution E in the

resist can be calculated by the convolution of the dose distri-

bution D and the exposure PSF

E ¼ D � PSF: (1)

In terms of the exposure point spread function, conven-

tional proximity effect correction methods can be classified

into two groups: 2D and 3D proximity correction. 3D

correction methods employ a three-dimensional exposure

PSF(x, y, z) which can be acquired, for example, through

Monte Carlo simulation. 2D proximity correction methods

use an approximate two-dimensional double-Gaussian expo-

sure point spread function18 as

PSFðrÞ ¼ 1

1þ l
1

pa2
e�

r2

a2 þ l

pb2
e
�r2

b2

� �
; (2)

where r is the radial distance to the exposed point, and l, a,

and b are constants, which depend on the resist, electron

energy, and substrate, a (a few nanometers to order of 100 nm)

is the forward scattering range parameter, b (a few micro-

meters) is the backscattering range parameter, and l is the ratio

of the backscattering energy to the forward scattering energy.a)Electronic mail: wujun.mi@mi.physics.kth.se
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In grayscale electron beam lithography, it is necessary to

use a 3D correction method. One reason is that the relative ex-

posure energy due to forward scattering and backscattering

varies along the depth direction, especially for thicker resists.

This means that the source of the proximity effect switches

from being mainly from the forward scattering at the top of

the resist, to be mainly due to backscattering at the bottom of

the resist. Taking into account the developing process with a

developing rate that is nonlinear to the exposed energy further

complicates the matter. This phenomenon cannot be modeled

using only 2D PSF. On the other hand, 3D methods rely on

the 3D exposure point spread function, which is usually

derived from Monte Carlo simulation. However, for newly

released e-beam resist, like SML 1000, the chemical composi-

tion is often unknown, making it difficult to acquire the PSF

through simulation. Our method provides true 3D proximity

effect correction, while not requiring a full 3D exposure PSF.

Instead, a dose correction function is obtained from test struc-

tures using machine learning.

III. PROPOSED METHOD

A. Overview of the method

As discussed above, due to proximity effect, the profile of

the remaining resist at position (x, y) is determined by not

only the dose at position (x, y) but also the nearby dose dis-

tribution, i.e., to derive the dose at position (x, y), the profile

at the point and the contribution of nearby dose to the point

have to be taken into account, which can be expressed as

Dðx; yÞ ¼ f ðHðx; yÞ; fDðxi; yiÞ; ðxi; yiÞ 2 Nðx; yÞgÞ; (3)

where D(x, y) and H(x, y) are the dose and profile at position

(x, y), N(x, y) is the neighborhood around the point, large

enough to account for all proximity effects.

For a large structure with a uniform profile, the dose and

neighboring dose are uniform, which means that the dose can

be derived directly from the contrast function. For structures

with a variable profile, the dose distribution is obviously non-

uniform, which means that, relative to the contrast function,

the dose needs to be adjusted depending on the contribution

from the dose in the neighborhood of the point.

We assume that the adjustment factors can be written in

terms of components that are the dose integrated over

Gaussian neighborhoods of different size. Since the exposure

point spread function in 3D can be written as linear combina-

tion of such components [as in Eq. (2)], it is reasonable to

assume that the function f in Eq. (3) also can be written in

terms of such components. We call this the proximity-

corrected dose function (PCDF)

Dðx; yÞ ¼ f ðHðx; yÞ;C1ðx; yÞ;C2ðx; yÞ;…Þ ; (4)

where Ci is the neighborhood dose, which can be expressed

as

Ciðx; yÞ ¼
ð ð

Dðx� x0; y� y0Þ � 1

pa2
i

e
�x02þy02

a2
i dx0dy0: (5)

Due to the proximity effect and development, the rela-

tionship between dose distribution and remaining height,

neighborhood dose is so complicated that it is difficult to get

an analytical solution. In this study, we use a machine learn-

ing method to fit the relationship.

B. MARS

MARS is a nonparametric regression approach that from

training data finds the linear or nonlinear relationship

between a set of predictor/input variables and response/out-

put variables and is well suited for the high dimensional

regression problems.19,20

MARS uses one-sided truncated functions as the basic

elements to complete the fitting process. These are defined

as

ðt� xÞþ ¼
t� x if x < t;

0 otherwise;

�
(6)

ðx� tÞþ ¼
x� t if x � t;

0 otherwise;

�
(7)

FIG. 1. (Color online) (a) Conventional binary electron beam lithography; (b) grayscale electron beam lithography.
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where x is one of the variables and t is the so-called knot

location. Each function is piecewise linear, and the two func-

tions are called a reflected pair. Initially, a collection of

reflected pairs C is created, in which all values of predictor

variables are treated as knots, such that

C ¼ fðXj � tÞþ; ðt� XjÞþg; t2fx1j;x2j;…xNjg; j¼1;2;…;p:: (8)

During the fitting procedure, all reflected pairs in the col-

lection C are selected to fit the data step-wisely as the candi-

date functions, resulting in the MARS model of the form

f̂ ðXÞ ¼ a0 þ
XM
m¼1

amBmðXÞ ; (9)

where a0 is the constant coefficient, X¼ (x1, x2,…xp) is the

predictor variables vector, Bm(X) and am are the mth basic

function and the mth coefficient, respectively. The basic

function Bm(X) has the form of function in C or product of

two or more such functions.

MARS builds the model in two steps, forward stepwise

addition and backward stepwise deletion. In the forward

stepwise addition procedure, all the reflected pairs are

treated as candidate functions. Starting from a constant basic

function, the reflected pair which minimizes the “lack of fit”

(LOF) criterion is added to the model in each step and the

coefficients are estimated by standard linear regression. The

search continues until the number of basic functions reaches

a preset value, resulting in an over-fitted model. In the back-

ward stepwise deletion procedure, the basic functions are

evaluated according to the LOF criterion and the one with

the least contribution to the accuracy of the fit will be deleted

in each step, which finally constructs a sequence of M � 1

models, in which each has one less basic function than the

previous one in the sequence. The optimal model can be

selected by comparing the values of the LOF. The LOF is

FIG. 2. (Color online) Block diagram of the proximity effect correction method based MARS. H0 and D0 are training data for the desired profile and dose

distribution.
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evaluated by a modified form of the generalized cross-

validation criterion and is defined as

LOF ¼ 1

N

XN

i¼1

yi � f̂ MðxiÞ
� �2. 1� CðMÞ

N

� �2

; (10)

where M is the number of basic functions (nonconstant), N
is the size of the data set, and C(M) is the effective number

of parameters in the trained model. As we can see, the

PCDF is a high dimensional function and the relationship

between the input variables and the output variable is so

complicated that it is difficult to find a predetermined

model to fit it. MARS is suitable under this condition and

the ARESLab toolbox will be used to build the MARS

models in this study.21

C. Correction method

Learning the proximity-corrected dose function requires

the manufacturing of test structures with known height and

dose profiles. We have found sawtooth patterns with varying

slopes and depths to be suitable in many cases. The struc-

tures should be wide enough to cover the influence of the

backscatter lobe, which can be several micrometers wide.

From this training data, we determine the proximity-

corrected dose function and the sizes of the neighborhood

dose functions.

The sizes of the neighborhood-dose Gaussians are deter-

mined through a greedy optimization procedure. First, a sin-

gle Gaussian model is fitted using MARS for a range of

variances. The a1, which predicts the dose with the lowest

sum-of-squares error, is selected. Then, iteratively another

Gaussian is added, and its variance is determined by fitting

models for a range of values while keeping the previous

neighborhood sizes fixed. This is repeated until all the neigh-

borhood’s sizes are determined, resulting in the learned

proximity-corrected dose function. Figure 2 shows a block

diagram of the algorithm.

FIG. 3. (Color online) Contrast curve for ZEP 520 resist exposed with 25

keV on 1400 nm-thick resist. It is obtained by manufacturing a series of

steps with 20 by 60 lm, and separated by 10 lm. The sample was developed

in P-xylene for 40 s and resined in IPA for 30 s.

FIG. 4. (Color online) (a) Uncorrected and corrected dose distribution for the Fresnel lens. The uncorrected dose is directly mapped from the contrast curve.

(b) and (c) Contour plot of the learned PCDF around the point corresponding to the leftmost peak of the corrected dose in (a) when (b) C2 is fixed at 43.5

lC/cm2 and (c) C1 is fixed at 32.8 lC/cm2.
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To compute the dose distribution for a given desired

structure, an iterative procedure is employed, as the neigh-

borhood dose initially is unknown. First, the dose is esti-

mated from the contrast function. From this, the

neighborhood dose is computed, and a new dose distribution

is predicted using the PCDF. This is repeated several times

until we obtain the estimated proximity-corrected dose

distribution.

IV. SIMULATION RESULT

In order to evaluate the proximity effect correction

method, we have designed an e-beam lithography simulator.

We used the resist ZEP 520 for which we could get the 3D

point spread function through CASINO.22,23 The relationship

between developing rate and exposure distribution was

found by fitting a development rate model to data from man-

ufactured steps. The simulator consists of an exposure calcu-

lation model and a development model. The exposure

distribution in the resist is computed by the exposure calcu-

lation model; and with the energy distribution, the develop-

ment model based on cell removal method24 is employed to

derive the remaining resist profile. The objective of the sim-

ulation was to fabricate a Fresnel lens for ultraviolet light,

with 50 lm radius and a focal length of 100 lm.

As the training data, we chose sawtooth patterns, which are

similar to the structures of the Fresnel lens. Here, we used saw-

tooth structures with depth of 0.2, 0.4, 0.6, 0.8, and 1.0 lm and

width of 0.5, 1, 2, 3, 4, 5, and 6 lm. The dose for these struc-

tures was acquired by directly mapping the sawtooth profile to

the contrast curve (Fig. 3). The simulator was used to get the

remaining resist profile data after development.

The dose and profiles of the sawtooth structures were used

to learn the PCDF using MARS as described in Sec. III. The

best values for a1 and a2 were found to be 150 nm and 1700

nm, respectively. With the PCDF, the optimal dose for the

Fresnel lens was computed in ten iterations, resulting in the

proximity-corrected dose in Fig. 4(a). From the figure, we can

see that the dose at the deep end of the sidewall has been

increased to compensate for the lower contribution from

neighboring dose. To illustrate the PCDF, we plot it around

the point corresponding to the leftmost peak of the corrected

dose, where D, H, C1, and C2 are 56.2 lC/cm2, 655 nm,

32.8 lC/cm2, and 43.5 lC/cm2, respectively. Figure 4(b)

shows the PCDF when C2 is fixed at 43.5 lC/cm2, and Fig.

4(c) shows it when C1 is fixed at 32.8 lC/cm2. We can see

that dose increases with increment of depth and decreases

with increment of neighborhood dose, as would be expected.

Finally, the development model was employed to get the

profile of lens as shown in Fig. 5. The results show some

artifacts in the deep ends near the vertical walls, but are oth-

erwise in excellent agreement with the designed profile. The

root-mean-square error (RMSE) is 64 nm.

V. EXPERIMENT RESULT

A Fresnel lens was manufactured to verify the correction

method experimentally. The lens is the same as in the simu-

lation with the difference that the e-beam resist is now SML

1000.

To get the contrast curve for SML 1000, a series of steps

(20� 60 lm, and separated by 10 lm), with gradually

increasing dose were exposed using the Raith 150 electron

beam lithography system, developed in methyl isobutyl

ketone (MIBK) for 20 s and then resined in IPA for 30 s.

After that, the steps were measured with a profilometer,

resulting in the contrast curve shown in Fig. 6.

Similar with the simulation, the same sawtooth structures

were fabricated using the Raith 150 and measured using the

AFM to get the profile. Applying the correction method, the

best values of a1 and a2 for SML 1000 resist are 250 nm and

3400 nm, respectively, and the optimum dose distribution

for the Fresnel lens was predicted, as shown in Fig. 7(a).

After exposure and development, the lens was measured

FIG. 5. (Color online) Simulated profile with the uncorrected and corrected dose as well as the desired lens profile.

FIG. 6. (Color online) Contrast curve for SML 1000 resist exposed with 25

keV on 1350 nm-thick resist. The sample was developed in MIBK for 20 s

and resined in IPA for 30 s.
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using AFM. Figure 7(b) shows the measured cross-section

profile of the Fresnel lens. Figures 7(c) and 7(d) are the SEM

and AFM images of the fabricated lens.

From Fig. 7(b), we can see that the slope of the lens

agrees well with the desired profile. The main deviation is at

the sidewalls which are not perfectly vertical. This could

partially be explained by the limitation of the AFM tip. The

angles formed by the measured sidewalls and substrate plane

are 63�, which is close to the angle of the AFM tip (MPP-

11120-10 with an angle of 65�6 2�). In this situation, it is

hard for the tip to reach the bottom of the structures. To

illustrate the error accurately, we present the RMSE for the

profile with and without the sidewalls, which are 101.8 nm

and 26.3 nm, respectively.

VI. SUMMARY

In this study, a three-dimensional proximity effect correc-

tion method based on multivariate adaptive regression has

been presented. In contrast to conventional methods, this

method is independent of the exposure point spread function,

which means it can be used to complete the proximity effect

correction even if we do not know the chemical composition

of the e-beam resist. The method takes exposure distribution

and development process into consideration simultaneously

to eliminate the influence of the proximity effect. With saw-

tooth structures as the training data, a proximity-corrected

dose function is built to obtain the dose distribution for 3D

structures. To verify the method, a Fresnel lens was manu-

factured by simulation and experiment. From the result, it

can be seen that the method is effective to realize proximity

effect correction and to fabricate accurate 3D structures.
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